
Extending Wordnet:
The Never-ending Story…

Luís Morgado da Costa - 2016.01.16  凡土研, Nanyang Technological University 1

Motivation (NTUMC)
Our Previous Efforts
New Extensions

Classifiers
Interjections 

Future Work 



2

NTU-Multilingual Corpus (NTUMC)

Parallel Corpus of English + Asian Languages (CMN, JPN, IND)
  (Multi-genre, Multilingual, +Italian, +The Spider’s Thread, etc.)

Full Suite of Annotation Tools (OMWEdit, IMI) 
(Revamped, and now taking the first steps into Sentiment Analysis)

Public Corpus Browser   (http://compling.hss.ntu.edu.sg/ntumc/cgi-bin/showcorpus.cgi)

(Asynchronous)

Gold: Tokenisation;   POS tagging;   MWE;   Sense annotation;   cross-
lingual sense alignments;   sense and sentence level sentiment analysis;   
structural semantics;   etc. 



Previously, on Extending WN…
Chengyu (Chinese Classical Idioms)

  207 Chengyu Concepts (Still ongoing work…)

Pronouns, Determiners & Quantifiers (come back to them later) 
140 Types, 333 Tokens in 4 languages — marked for 40+ features
(e.g. usage, person, number, gender, politeness, etc.)

✱ Classifiers ✱
Top-down propagation
External resource to mark concepts
Low coverage (human work)

NTU Multilingual Corpus & Open Multilingual Wordnet
Linguistics and Mulilingual Studies, HSS, Nanyang Technological University

Introduction
We are presenting here the combined efforts of enrich-
ing the Open Multilingual Wordnet (OMW) to sup-
port the construction of the NTU Multilingual Corpus
(NTU-MC) and corpus linguistics tool set.

NTU Multilingual Corpus
NTU-MC is a parallel corpus of Asian languages
(Mandarin Chinese, Japanese, Indonesian) that uses
English as pivot language. It hopes to fill that gap of
semantically annotated corpora in the asian language
context. It is a multilingual, multi-genre, medium size
pararel corpus (details can be seen in Table 1).

Sentences Word Concepts
Genre eng cmn jpn ind eng eng
Story 1: 599 606 698 – 11,200 5,300
Story 2: 599 612 702 – 10,600 4,600
Essay: 769 750 773 – 18,700 8,800
News: 2,138 2,138 2,138 – 55,000 23,200
Tourism: 2,988 2,332 2,723 2,197 74,300 32,600
Total 7,093 6,438 7,034 2,197 169,800 74,600

Table 1: Corpus Size

The corpus has been sentence aligned, word seg-
mented (WS), POS tagged, and it is currently under-
going cross-lingual linked sense annotation using the
OMW. The WS and POS tagging used off-the-shelf
standards. Taking Mandarin as an example, we used
Stanford Chinese Segmenter and POS Tagger based on
the The Chinese TreeBank (CTB) standards. When-
ever necessary, amendments were carried out to fol-
low CTB standards. Similar choices were made for ev-
ery language.

The Annotation Tools

We have currently developed two sets of annota-
tion tools that integrate with specialized views of
the OMW, a tool with editing access to the corpus
database structure (e.g. to add, delete and edit sen-
tences, words and concepts), a wordnet editing inter-
face (e.g. to add, delete and edit wordnet entries in
any language) and a few other supporting tools to help

manage the process. The current four basic interfaces
of the corpus are:
• sequential/textual tagging (sentence by sentence);
• targeted/lexical tagging (word by word);
• corpus editing/fixing (to add, delete and edit sen-

tences, words and concepts);
• wordnet editing (to add, delete and edit entries);

Open Multilingual Wordnet
The OMW is based on Princeton Wordnet, and it
tightly integrates wordnet data for over 150 languages,
including the Chinese Open Wordnet, the Japanese
Wordnet and Wordnet Bahasa. In order to satisfy the
NTU-MC needs, OMW has been exploring a number
of extensions to its original coverage. We will briefly
introduce these extentions here.

Classifiers
Classifiers play a central role in 3 of the 4 languages
of the NTU-MC. They have an intrinsic hierarchy and
a close relation with the nouns they modify, specially
true to sortal classifiers. Having a free tractable re-
source of classifiers and their association with nouns
they modify would be extremely useful to many com-
putational linguistic tasks - e.g. generation in machine
translation. Again, taking Mandarin as an example,
we have identified 816 classifiers in current use. Each
classifier has a new synset in the Wordnet hierarchy.
And we are applying a top-down propagation based
approach to associate classifiers and nominal synsets,
taking advantage of the wordnet hierarchy (see Fig. 1).
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Thing [CL:个]

[CL:个] 
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Figure 1: Classifier Propagation.

Pronouns, Determiners & Quantifiers

We have also decided to include pronouns, determin-
ers and quantifiers. We are developing a system of
features that mark new wordnet entries that fall un-
der this category. So far we have selected 41 features
divided among 11 categories:

Usage
Personal 
Possessive 
Demonstrative 
Interrogative 
General

Person
1st  
1st (inclsv.) 
1st (exclsv.) 
2nd 
3rd

Head (Pron.)
Entity 
Person 
Thing 
Location 
Kind 
Time 
Cause 
Manner 
Duration

Gender
Neuter 
Feminine 
Masculine

Proximity
Proximal 
Distal 
    Medial 
    Remote Formality

Formal 
Informal

Politeness
Polite

Number
Singular 
Plural 
Dual

Gender Speech
Women’s Speech 
Men’s Speech 

Type
Assertive Elective 
Negative 
Other 
Reciprocal 
Universal 
Interrogative 
 

Other
Reflexive

Features: (11 categories, 41 tokens)

Pronouns:
Types: 140
Tokens: 333  English (96) Japanese (129) 
                          Chinese (64) Indonesian (40)

These features are marked by synset links (currently
’domain usage’). Pronouns are decomposed, taking
corresponding nominal heads (e.g. I = person.n ; here
= place.n). Some pronouns, as exemplified in Figure
2, also take determiners as their quantifiers to better
decompose their meaning (a new reciprocal relation
’quantifies/quantifier’ has been introduced).

e.g. here = ‘this + location’

this.ahere.n

Quantifies

location.n

Hypernym

dem_pronoun.n

Dmn(usage)

=

singular.nthis.a proximal.adem_determ.n

Dmn(usage)

=

Dmn(usage)

Dmn(usage)

Figure 2: First Person Personal Pronoun

Chenyu (& Other Idioms)

Chengyu are prototypically four-character phrases
with non or only partially compositional meaning.
They can happen in all/multiple parts-of-speech.
Their meaning is derived mostly from historical lore
or classical literature (see Figure 3). There are excellent
paper resources in Mandarin Chinese, that list over
59000 of these chengyu. Unfortunately, we found no
reference to free computer tractable resources.
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畫蛇添足 (lit. “paint snake add feet”) overdo /
superfluous

verb,  
adj

���� (lit. “paper on talk about 
soldiers”)

to engage in 
idle theories 

verb,  
adj

喜怒哀� (lit: happiness, anger, 
sorrow, joy)

the primary 
emotions noun

笨�先� (lit. “dumb bird early fly”)
those with 
less ability 
have to try 
harder

如�得水 (lit. “as fish get water”) like a fish in 
water

Figure 3: Chengyu Examples

Out of a list of potential chengyu, we’ve matched 619
chengyu to the NTU-MC, and we’re currently in the
process of of adding them to the Chinese Open Word-
net (COW). We currently have close to 200 chengyu

added. We expect to have the full coverage of the
matched chengyu by the first release of the NTU-MC.

Other Extensions

Interjections and modal verbs are two other recently
expansions the OMW is undergoing. We only have
experimental implementations, but we expect to pro-
vide full coverage for the instances that appear in the
NTU-MC.
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Classifiers as Wordnet Concepts
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(three mice)

(a slice of cake)



Classifiers (I)
There are many types of classifiers:  

  sortal (which classify the kind of the noun phrase they quantify); 
  event (which are used to quantify events); 
  mensural (which are used to measure the amount of some property); 
  group (which refer to a collection of members); 
  taxonomic (which force the noun phrase to be interpreted as a generic kind)

Most languages make use of some/different types of classifiers  

  a) a kilo of coffee  (mensural classifier)
       satu kilo kopi
       sekilo kopi (?)

  b) a school of fish (group classifiers) 
       satu kawanan ikan
       sekawanan ikan (?)
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Classifiers (II)

Sortal Classifiers (S-CLs) are interesting for many reasons:

S-CLs don’t currently have an adequate representation in Wordnet 
       (mensural or group classifiers are considered nouns) 

S-CLs usage is licensed by a number of semantic features 
       (e.g. physical, functional, etc.) 
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Mapping and Generating Classifiers using an Open Chinese Ontology

Luis Morgado da Costa,� Francis Bond� Helena Gao}

�Linguistics and Multilingual Studies }Chinese
Nanyang Technological University

Singapore
<luis.passos.morgado@gmail.com,bond@ieee.org,HELENAGAO@ntu.edu.sg>

Abstract

In languages such as Chinese, classifiers
(CLs) play a central role in the quantifi-
cation of noun-phrases. This can be a
problem when generating text from input
that does not specify the classifier, as in
machine translation (MT) from English to
Chinese. Many solutions to this prob-
lem rely on dictionaries of noun-CL pairs.
However, there is no open large-scale
machine-tractable dictionary of noun-CL
associations. Many published resources
exist, but they tend to focus on how a CL
is used (e.g. what kinds of nouns can be
used with it, or what features seem to be
selected by each CL). In fact, since nouns
are open class words, producing an ex-
haustive definite list of noun-CL associa-
tions is not possible, since it would quickly
get out of date. Our work tries to address
this problem by providing an algorithm for
automatic building of a frequency based
dictionary of noun-CL pairs, mapped to
concepts in the Chinese Open Wordnet
(Wang and Bond, 2013), an open machine-
tractable dictionary for Chinese. All re-
sults will released under an open license.

1 Introduction

Classifiers (CLs) are an important part of the Chi-
nese language. Different scholars treat this class
of words very differently. Chao (1965), the tradi-
tional and authoritative native Chinese grammar,
splits CLs into nine different classes. Cheng and
Sybesma (1998) draw a binary distinction between
count-classifiers and massifiers. Erbaugh (2002)
splits CLs into three categories (measure, collec-
tive and sortal classifiers). Measure classifiers de-
scribe quantities (e.g. ‘a bottle of’, ‘a mouthful
of’), collective classifiers describe arrangement of
objects (‘a row of’, ‘a bunch of’), and sortal classi-
fiers refer to a particular noun category (which can

be defined, for example, by shape). Huang et al.
(1997) identify four main classes, individual clas-
sifiers, mass classifiers, kind classifiers, and event
classifiers. And Bond and Paik (2000) define five
major types of CLs: sortal (which classify the kind
of the noun phrase they quantify); event (which are
used to quantify events); mensural (which are used
to measure the amount of some property); group
(which refer to a collection of members); and tax-
onomic (which force the noun phrase to be inter-
preted as a generic kind). This enumeration is far
from complete, and Lai (2011) provides a detailed
literature review on the most prominent views on
Chinese classifiers.

Most languages make use of some of these
classes (e.g. most languages have measure CLs,
as in a kilo of coffee, or group CLs, as in a school
of fish). What appears to be specific to some lan-
guages (e.g. Chinese, Japanese, Thai, etc.) is a
class of CLs (sortal classifiers: S-CL) that de-
picts a selective association between quantifying
morphemes and specific nouns. This association
is licensed by a number of features (e.g. physical,
functional, etc.) that are shared between CLs and
nouns they can quantify, and these morphemes add
little (but redundancy) to the semantics of noun-
phrase they are quantifying.

Consider the following examples of S-CL usage
in Mandarin Chinese:

(1) $
liǎng
2

Í
zhı̌
CL

◊
gǒu
dog

“two dogs”

(2) $
liǎng
2

a
tiáo
CL

◊
gǒu
dog

“two dogs”

(3) $
liǎng
2

a
tiáo
CL

Ô
lù
road

“two roads”

(4)  
sān
3


tái
CL

5⌘
diànnǎo
computer

“three computers”

(5) * 
sān
3

Í
zhı̌
CL

5⌘
diànnǎo
computer

“three computers”

Examples (1) through (4) show how the simple
act of counting in Mandarin Chinese involves pair-
ing up nouns with specific classifiers, if incompat-
ible nouns and classifiers are put together then the
noun phrase is infelicitous, see (5).

Different S-CLs can be used to quantify the
same noun, see (1) and (2), and the same type of
S-CL can be used with many different nouns – so
long as the semantic features are compatible be-
tween the S-CL and the noun, see (2) and (3). Ex-
tensive work on these features is provided by Gao
(2010) – where more than 800 classifiers (both sor-
tal and non-sortal) are linked in a database accord-
ing to the nominal features they select, but provid-
ing only a few example nouns that can be quan-
tified by each CL. These many-to-one selective
associations are hard to keep track of, especially
since they depend greatly on context, which often
restricts or coerces the sense in which the noun is
being used (Huang et al., 1998).

(6) �
yı̄
1

*
ge
CL

(4
mùtou
log (of wood) / blockhead

“a log / blockhead”

(7) �
yı̄
1

M
wèi
CL

(4
mùtou
blockhead

“a blockhead”

(8) �
yı̄
1

9
gēn
CL

(4
mùtou
log (of wood)

“a log”

Examples (6–8) show how the use of different
CLs with ambiguous senses can help resolve this
ambiguity. In (6), we can see that with the use of
* ge, the most general S-CL in Mandarin Chi-
nese, mu4tou is ambiguous because it does not re-
strict the noun’s semantic features. With the use
of M wèi (7), an honorific S-CL used almost ex-
clusively with people, it can only be interpreted as
”blockhead”. And the reverse happens when us-
ing9 gēn (8), a S-CL for long, slender, inanimate
objects: the sense of log (of wood) of(4 mùtou
is selected.

Even though written resources concerning CLs
are abundant, they are not machine tractable, and
their usage is limited by copyright. Natural Lan-
guage Processing (NLP) tasks depend heavily on
open, machine tractable resources. Wordnets
(WN) are a good example on the joint efforts to
develop machine tractable dictionaries, linked in
rich hierarchies. Resources like WNs play a cen-
tral role in many NLP tasks (e.g. Word Sense Dis-
ambiguation, Question Answering, etc.).

Huang et al. (1998) argue that the integration
between corpora and knowledge rich resources,
like dictionaries, can offer good insights and gen-
eralizations on linguistic knowledge. In this pa-
per, we follow the same line of thought by inte-
grating both a large collection of Chinese corpora
and a knowledge rich resource (the Chinese Open
Wordnet: COW (Wang and Bond, 2013)). COW is
a large open, machine tractable, Chinese semantic
ontology, but it lacks information on noun-CL as-
sociations. We believe that enriching this resource
with concept-CL links will increase the domain of
it’s applicability. Information about CLs could be
used to generate CLs in MT tasks, or even to im-
prove on Chinese Word Sense Disambiguation.

The remainder of this paper is structured as fol-
lows: Section 2 presents related work, followed by
a description of the resources used in Section 3;
Section 4 describes the algorithms applied, and
Section 5 presents and discusses our results; Sec-
tion 6 describes ongoing and future work; and Sec-
tion 7 presents our conclusion.

2 Related Work

Mapping CLs to semantic ontologies has been
attempted in the past (Sornlertlamvanich et al.,
1994; Bond and Paik, 2000; Paik and Bond, 2001;
Mok et al., 2012). Sornlertlamvanich et al. (1994)
is the first description of leveraging hierarchical
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Examples (1) through (4) show how the simple
act of counting in Mandarin Chinese involves pair-
ing up nouns with specific classifiers, if incompat-
ible nouns and classifiers are put together then the
noun phrase is infelicitous, see (5).

Different S-CLs can be used to quantify the
same noun, see (1) and (2), and the same type of
S-CL can be used with many different nouns – so
long as the semantic features are compatible be-
tween the S-CL and the noun, see (2) and (3). Ex-
tensive work on these features is provided by Gao
(2010) – where more than 800 classifiers (both sor-
tal and non-sortal) are linked in a database accord-
ing to the nominal features they select, but provid-
ing only a few example nouns that can be quan-
tified by each CL. These many-to-one selective
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Examples (6–8) show how the use of different
CLs with ambiguous senses can help resolve this
ambiguity. In (6), we can see that with the use of
* ge, the most general S-CL in Mandarin Chi-
nese, mu4tou is ambiguous because it does not re-
strict the noun’s semantic features. With the use
of M wèi (7), an honorific S-CL used almost ex-
clusively with people, it can only be interpreted as
”blockhead”. And the reverse happens when us-
ing9 gēn (8), a S-CL for long, slender, inanimate
objects: the sense of log (of wood) of(4 mùtou
is selected.

Even though written resources concerning CLs
are abundant, they are not machine tractable, and
their usage is limited by copyright. Natural Lan-
guage Processing (NLP) tasks depend heavily on
open, machine tractable resources. Wordnets
(WN) are a good example on the joint efforts to
develop machine tractable dictionaries, linked in
rich hierarchies. Resources like WNs play a cen-
tral role in many NLP tasks (e.g. Word Sense Dis-
ambiguation, Question Answering, etc.).

Huang et al. (1998) argue that the integration
between corpora and knowledge rich resources,
like dictionaries, can offer good insights and gen-
eralizations on linguistic knowledge. In this pa-
per, we follow the same line of thought by inte-
grating both a large collection of Chinese corpora
and a knowledge rich resource (the Chinese Open
Wordnet: COW (Wang and Bond, 2013)). COW is
a large open, machine tractable, Chinese semantic
ontology, but it lacks information on noun-CL as-
sociations. We believe that enriching this resource
with concept-CL links will increase the domain of
it’s applicability. Information about CLs could be
used to generate CLs in MT tasks, or even to im-
prove on Chinese Word Sense Disambiguation.

The remainder of this paper is structured as fol-
lows: Section 2 presents related work, followed by
a description of the resources used in Section 3;
Section 4 describes the algorithms applied, and
Section 5 presents and discusses our results; Sec-
tion 6 describes ongoing and future work; and Sec-
tion 7 presents our conclusion.

2 Related Work

Mapping CLs to semantic ontologies has been
attempted in the past (Sornlertlamvanich et al.,
1994; Bond and Paik, 2000; Paik and Bond, 2001;
Mok et al., 2012). Sornlertlamvanich et al. (1994)
is the first description of leveraging hierarchical



Classifiers (III)

Classifiers comprise about 2.5% of our CMN corpus
  (we expect similar numbers for Japanese, and slightly lower for Indonesian)

Classifiers have some kind of semantics!
                                                          (general classifier)

                                                          (human, formal classifier)

                                                          (long, slender objects classifier)
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Examples (1) through (4) show how the simple
act of counting in Mandarin Chinese involves pair-
ing up nouns with specific classifiers, if incompat-
ible nouns and classifiers are put together then the
noun phrase is infelicitous, see (5).

Different S-CLs can be used to quantify the
same noun, see (1) and (2), and the same type of
S-CL can be used with many different nouns – so
long as the semantic features are compatible be-
tween the S-CL and the noun, see (2) and (3). Ex-
tensive work on these features is provided by Gao
(2010) – where more than 800 classifiers (both sor-
tal and non-sortal) are linked in a database accord-
ing to the nominal features they select, but provid-
ing only a few example nouns that can be quan-
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develop machine tractable dictionaries, linked in
rich hierarchies. Resources like WNs play a cen-
tral role in many NLP tasks (e.g. Word Sense Dis-
ambiguation, Question Answering, etc.).

Huang et al. (1998) argue that the integration
between corpora and knowledge rich resources,
like dictionaries, can offer good insights and gen-
eralizations on linguistic knowledge. In this pa-
per, we follow the same line of thought by inte-
grating both a large collection of Chinese corpora
and a knowledge rich resource (the Chinese Open
Wordnet: COW (Wang and Bond, 2013)). COW is
a large open, machine tractable, Chinese semantic
ontology, but it lacks information on noun-CL as-
sociations. We believe that enriching this resource
with concept-CL links will increase the domain of
it’s applicability. Information about CLs could be
used to generate CLs in MT tasks, or even to im-
prove on Chinese Word Sense Disambiguation.

The remainder of this paper is structured as fol-
lows: Section 2 presents related work, followed by
a description of the resources used in Section 3;
Section 4 describes the algorithms applied, and
Section 5 presents and discusses our results; Sec-
tion 6 describes ongoing and future work; and Sec-
tion 7 presents our conclusion.

2 Related Work

Mapping CLs to semantic ontologies has been
attempted in the past (Sornlertlamvanich et al.,
1994; Bond and Paik, 2000; Paik and Bond, 2001;
Mok et al., 2012). Sornlertlamvanich et al. (1994)
is the first description of leveraging hierarchical



Classifiers (IV)

CLs in Wordnet
‘x’ as part-of-speech
definition with the form “a … classifier used ..., such as ...” 
domain usage: classifier (06308436-n) 

87 Chinese S-CLs in COW 
30 Indonesian S-CLs in WN Bahasa
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In the Chinese portion of the NTUMC corpus, classifiers make up roughly 2.5% of the
words, with 260 types for 3,775 instances. We therefore decided to extend the Chinese
Open Wordnet (COW: Wang and Bond, 2013) with a new set of classifier concepts.

Classifiers also receive the part-of-speech ’x’ (other closed class words). They were
given a standardized definition with the form “ a . . . classifier used . . . , such as . . . ”,
where the kind of classifier, the general class of nouns they are used with, and one or
more examples must be provided. All classifiers link to classifier, 06308436-n “a word or
morpheme used in some languages in certain contexts (such as counting) to indicate the
semantic class to which the counted item belongs.” through domain usage, also in a flat
hierarchy. They are not linked to other words by the hypernymy relation.

So far we have included 87 Chinese sortal classifiers in COW, collected from Gao
(2010). Here are some examples:2

6666664

80000003-x

lemmas ä (bǎ)

definition a sortal classifier used with tools and objects with a handle, such as
a hammer, a broom, a guitar or a teapot

domain usage 06308436-n (classifier)

3

7777775

2

6666664

80000004-x

lemmas 9 (gēn)

definition a sortal classifier used for long slender objects, such as a banana, a
pillar, a sausage or a needle

domain usage 06308436-n (classifier)

3

7777775

We will expand this work to also include event classifiers (used to count nouns). Be-
cause the range of things classified is very di↵erent, we do not expect to be able to share
sortal classifiers across languages. However, the same basic structure should also be ap-
plicable to the Japanese Wordnet and the Wordnet Bahasa. In future work we will adapt
the work presented in Morgado da Costa et al. (2016), to use the automatic mapping
between sortal classifiers and concepts in the Chinese Open Wordnet, and create a new
set of relation links between nominal concepts and corresponding classifier’s concepts.

4 Conclusions and Future Work

In this paper we have motivated and described the introduction of two classes of non-
propositional classes of words into wordnet. We introduced a new part-of-speech ’x’ to be
used by both interjections and classifiers. So far we have added over 300 new interjective
senses to English (with some translations in other languages) and 87 sortal classifier senses
to Chinese.

Our next target will be prepositions. English prepositions are often translated as nouns
in Chinese and Japanese: for example between is translated as aida “space or region
between” in Japanese. We hope to build on existing semantic taxonomies for prepositions
such as (Schneider et al., 2015).

We commit to release the data described in this work, by releasing them in the Open
Multilingual Wordnet and by attempting to merge them with the upstream wordnet
projects. We hope to inspire other projects to proceed with similar extensions for dif-
ferent languages.
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In the Chinese portion of the NTUMC corpus, classifiers make up roughly 2.5% of the
words, with 260 types for 3,775 instances. We therefore decided to extend the Chinese
Open Wordnet (COW: Wang and Bond, 2013) with a new set of classifier concepts.

Classifiers also receive the part-of-speech ’x’ (other closed class words). They were
given a standardized definition with the form “ a . . . classifier used . . . , such as . . . ”,
where the kind of classifier, the general class of nouns they are used with, and one or
more examples must be provided. All classifiers link to classifier, 06308436-n “a word or
morpheme used in some languages in certain contexts (such as counting) to indicate the
semantic class to which the counted item belongs.” through domain usage, also in a flat
hierarchy. They are not linked to other words by the hypernymy relation.

So far we have included 87 Chinese sortal classifiers in COW, collected from Gao
(2010). Here are some examples:2

6666664

80000003-x

lemmas ä (bǎ)

definition a sortal classifier used with tools and objects with a handle, such as
a hammer, a broom, a guitar or a teapot

domain usage 06308436-n (classifier)

3

7777775

2

6666664

80000004-x

lemmas 9 (gēn)

definition a sortal classifier used for long slender objects, such as a banana, a
pillar, a sausage or a needle

domain usage 06308436-n (classifier)

3

7777775

We will expand this work to also include event classifiers (used to count nouns). Be-
cause the range of things classified is very di↵erent, we do not expect to be able to share
sortal classifiers across languages. However, the same basic structure should also be ap-
plicable to the Japanese Wordnet and the Wordnet Bahasa. In future work we will adapt
the work presented in Morgado da Costa et al. (2016), to use the automatic mapping
between sortal classifiers and concepts in the Chinese Open Wordnet, and create a new
set of relation links between nominal concepts and corresponding classifier’s concepts.

4 Conclusions and Future Work

In this paper we have motivated and described the introduction of two classes of non-
propositional classes of words into wordnet. We introduced a new part-of-speech ’x’ to be
used by both interjections and classifiers. So far we have added over 300 new interjective
senses to English (with some translations in other languages) and 87 sortal classifier senses
to Chinese.

Our next target will be prepositions. English prepositions are often translated as nouns
in Chinese and Japanese: for example between is translated as aida “space or region
between” in Japanese. We hope to build on existing semantic taxonomies for prepositions
such as (Schneider et al., 2015).

We commit to release the data described in this work, by releasing them in the Open
Multilingual Wordnet and by attempting to merge them with the upstream wordnet
projects. We hope to inspire other projects to proceed with similar extensions for dif-
ferent languages.
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batang a sortal classifier used with long objects, such as a pencil, a tree or a river
batu a sortal classifier used with teeth
bengkawan a sortal classifier used with roofs
bentuk a sortal classifier used with curvy objects, such as a ring, a bracelet or a key
bidang a sortal classifier used with wide objects, such as a rice field, a land or a farm
biji a sortal classifier used with small objects, such as an eyeball, a mango or a seed
bilah a sortal classifier used with long and thin objects, such as a sword, a board or a 

machete
buah a sortal classifier used with inanimate objects, such as a ship, a country or a plan
bulir a sortal classifier used with ears, such as a paddy or a barley
butir a sortal classifier used with round and small objects, such as a bullet, an egg or a pearl
carik a sortal classifier used with wide and thin paper objects, such as a paper, a letter or a 

musical score
ekor a sortal classifier used with animals, such as a tiger, a fish or a bird
eksemplar a sortal classifier used with printed materials, such as a book, a magazine or a 

newspaper
helai a sortal classifier used with thin or soft objects, such as a paper, a cloth, a hair or a 

thread
kaki a sortal classifier used with umbrellas

30 Indonesian S-Classifiers
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keping a sortal classifier used with flat objects, such as a board or a coin
kuntum a sortal classifier used with flowers, such as a rose, a hibiscus or a jasmine
labuh a sortal classifier used with curtains
laras a sortal classifier used with rifles
lembar a sortal classifier used with wide and thin objects, such as a board, a paper or a cloth
lonjor a sortal classifier used with long objects, such as a bamboo, a pipe or a log
orang a sortal classifier used with human being, such as a man, a child or a farmer
patah a sortal classifier used with words, such as a word
pintu a sortal classifier used with apartments or rooms for dwelling
pucuk a sortal classifier used with tools and objects with a pointed end, such as a needle, a 

letter or a rifle
siung a sortal classifier used with onions and garlics
unit a sortal classifier used with objects complete with their parts, such as a vehicle, a 

computer or a house
untai a sortal classifier used with chains or strings, such as a necklace, a firecracker or a 

bracelet
urat a sortal classifier used with rattans
utas a sortal classifier used with threadlike objects, such as a thread, a rope or a wire

30 Indonesian S-Classifiers
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Interjections as Wordnet Concepts
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Interjections (I)

What are Interjections?        (They are hard to define!)

words or phrases

constitute a whole linguistic act 
      (do not combine in integrated syntactic constructions)

do not refer to events / do not have referents, but instead carry 
expressive meaning 

      (Huddleston and Pullum, 2002)

We follow Jovanovíc (2004) and Ameka (1999), and use the term 
broadly, covering plain interjections, greetings and many more… 

12



Interjections (II)

Interjections are quite frequent in our corpus!
(This is expected to be true in any corpus that contains direct speech)

13

Wow! What a useful extension to wordnet!

Luis Morgado Da Costa and Francis Bond

Linguistics and Multilingual Studies,

Nanyang Technological University, Singapore

1 Introduction

In this paper we present some ongoing e↵orts to expand the depth and breath of the Open
Multilingual Wordnet’s (OMW: Bond and Foster, 2013) coverage by introducing some new
classes of concepts. This expansion is motivated by the ongoing semantic annotation of
the NTU-Multilingual Corpus (NTUMC: Tan and Bond, 2011).

The original Princeton WordNet (PWN: Fellbaum, 1998) was made up of contentful
open class words: nouns, verbs, adjectives and adverbs. These form the great bulk of
a lexicon, and are related by a coherent set of semantic relations (hypernmy, antonymy,
meronymy, . . . ).

As we started annotating a corpus, we found several classes of words that we wanted
to annotate, but that fell outside these classes. The first class we added was pronouns
(including demonstratives, interrogative, personal and indefinite pronouns, and their asso-
ciated modifiers, Seah and Bond, 2014). These were added primarily to allow cross-lingual
linking of concepts: it was often the case that a noun in one language would be linked to
a pronoun in another. In this paper we will, similarly, motivate and describe our current
e↵orts on adding interjections/exclamatives and numeral classifiers.

2 Interjections

Interjections are generally perceived as words or phrases that constitute a whole linguistic
act. That is they generally do not combine with other words in integrated syntactic
constructions. They do not refer to events of individuals, but instead carry expressive
meaning (Huddleston and Pullum, 2002). Following Jovanović (2004) and Ameka (1999),
we use the term broadly, covering plain interjections, greetings and many more uses,
described below.

While generally absent from semantic ontologies like the Princeton Wordnet (Fellbaum,
1998), interjections are abundant in many di↵erent corpora. In particular, any corpus that
includes direct discourse is likely to contain interjections. Consider the following snippet
from The Adventure of the Speckled Band (Conan Doyle, 1892), a short story currently
being annotated as part of the NTUMC:

(1) a. “Ah! That is suggestive. Now, on the other side of this narrow wing runs the
corridor from which these three rooms open. There are windows in it, of course?”

b. “Yes, but very small ones. Too narrow for anyone to pass through.”

c. ”Thank you. That is quite settled” said he, rising and putting his lens in his
pocket.

d. “Hullo! Here is something interesting”

1The Adventure of the Speckled Band (Conan Doyle, 1892)



Interjections (III)
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synset lemmas definition
00049758-r now indicates a change of subject or activity
15119919-n now the momentary present
00049220-r now, at present at the present moment
00049102-r now used to preface a command or reproof or re-

quest
00048475-r now, today, nowadays in these times
00048739-r immediately, at once,

right away, now, (. . . )
without delay or hesitation; with no time in-
tervening

00049685-r now in the immediate past
00049433-r now in the historical present; at this point in the

narration of a series of past events
07203900-n yes an a�rmative
07229245-n thank you a conversational expression of gratitude
06632511-n hello, hi, hullo, howdy,

how-do-you-do
an expression of greeting

Table 1: Partial Sense Inventory (PWN3.0)

When we look at the currently available sense inventory for the highlighted lemmas
(Table 1), we observe that none of the available senses are adequate to tag the highlighted
interjections. While some of these concepts may actually seem viable, for example 07203900-

n to tag yes or 07229245-n to tag thank you, looking closely at their part-of-speech and
examples shows that none of these senses are suitable. In this case, both are nominal
concepts, so the synset 07203900-n (yes) could be used to tag, for example – I was hoping
for a yes – , and 07229245-n to tag – Few job candidates send thank yous.

According to their definitions, there are at least two interjections in the PWN (Table 2).
These concepts received adverb as their part-of-speech. We can also find cases where it’s
slightly confusing which were the lexicographer’s intentions. Table 3 shows three hyponyms
of the concept 06629392-n, defined as acknowledgment or expression of goodwill at parting.
Though not entirely clear, the nominal part-of-speech and the absence of other similar
senses leads us to believe that these senses were also introduced in PWN for situations
similar to the following example: Her good-mornings/good-afternoons/good-nights

were hasty and mumbled.

synset lemmas definition
00150351-r right, right on an interjection expressing agreement
00049889-r now now interjection of rebuke

Table 2: Existing Interjections (PWN3.0)

Therefore, currently, interjections are insu�ciently represented in PWN. Interjections
should, at least, be treated in a way they can be easily distinguished from other non-
interjective senses.

In our e↵orts to enrich Wordnet with a new class of interjective senses, we followed the
broad sense of interjection as defined, for example, by Ameka (1999). This broader sense
captures many kinds of words and expressions. For example, those used:

• to express emotions such as surprise, disgust, etc. (e.g. wow, ugh, yuk, gosh, . . . )

2

The available senses to tag these words are, arguably, inadequate!
     E.g. (vs)           I was hoping for a yes.                     Few job candidates send thank yous. 
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There are at least two interjections in PWN!

synset lemmas definition
00049758-r now indicates a change of subject or activity
15119919-n now the momentary present
00049220-r now, at present at the present moment
00049102-r now used to preface a command or reproof or re-

quest
00048475-r now, today, nowadays in these times
00048739-r immediately, at once,

right away, now, (. . . )
without delay or hesitation; with no time in-
tervening

00049685-r now in the immediate past
00049433-r now in the historical present; at this point in the

narration of a series of past events
07203900-n yes an a�rmative
07229245-n thank you a conversational expression of gratitude
06632511-n hello, hi, hullo, howdy,

how-do-you-do
an expression of greeting

Table 1: Partial Sense Inventory (PWN3.0)

When we look at the currently available sense inventory for the highlighted lemmas
(Table 1), we observe that none of the available senses are adequate to tag the highlighted
interjections. While some of these concepts may actually seem viable, for example 07203900-

n to tag yes or 07229245-n to tag thank you, looking closely at their part-of-speech and
examples shows that none of these senses are suitable. In this case, both are nominal
concepts, so the synset 07203900-n (yes) could be used to tag, for example – I was hoping
for a yes – , and 07229245-n to tag – Few job candidates send thank yous.

According to their definitions, there are at least two interjections in the PWN (Table 2).
These concepts received adverb as their part-of-speech. We can also find cases where it’s
slightly confusing which were the lexicographer’s intentions. Table 3 shows three hyponyms
of the concept 06629392-n, defined as acknowledgment or expression of goodwill at parting.
Though not entirely clear, the nominal part-of-speech and the absence of other similar
senses leads us to believe that these senses were also introduced in PWN for situations
similar to the following example: Her good-mornings/good-afternoons/good-nights

were hasty and mumbled.

synset lemmas definition
00150351-r right, right on an interjection expressing agreement
00049889-r now now interjection of rebuke

Table 2: Existing Interjections (PWN3.0)

Therefore, currently, interjections are insu�ciently represented in PWN. Interjections
should, at least, be treated in a way they can be easily distinguished from other non-
interjective senses.

In our e↵orts to enrich Wordnet with a new class of interjective senses, we followed the
broad sense of interjection as defined, for example, by Ameka (1999). This broader sense
captures many kinds of words and expressions. For example, those used:

• to express emotions such as surprise, disgust, etc. (e.g. wow, ugh, yuk, gosh, . . . )

2

And some places where the lexicographer’s intentions are unclear!

synset lemmas definition
06632671-n morning, good morning a conventional expression of greeting or

farewell, used to wish someone a good morn-
ing

06632807-n afternoon, good after-
noon

a conventional expression of greeting or
farewell, used to wish someone a good after-
noon

06632947-n good night a conventional expression of farewell

Table 3: Ambiguous Concepts (PWN3.0)

• in greetings, leave-taking, thanking, apologizing, etc. (e.g. hello, thank you, goodbye,
. . . )

• for swearing (e.g. damn, shit, bite me, . . . )

• for responding (e.g. yes, no, OK, yeah, you bet, . . . ), and

• onomatopoeically (e.g. hush, boo, meow, oink, . . . )

To add these to the wordnet, we introduce a hierarchy inspired by that proposed by
Jovanović (2004), where interjections are grouped according to their predominant semantic
features. Jovanović (2004) proposes a set of 21 classes of expressive interjections, grouped
by their emotional expressive potential. These 21 expressive classes are: anger, annoyance,
approval, contempt, delight, disgust, enthusiasm, fear, impatience, indignation, irritation,
joy, pain, pity, pleasure, relief, sorrow, surprise, sympathy, triumph and wonder.

These classes are far from being exhaustive, and Jovanović (2004) recognizes the fact
that many non-expressive interjections have a limited pragmatic range, and are di�cult to
be grouped into bigger sets. Between these non-expressive interjections, we can find many
interjections that concern greetings, leave-taking, thanking, apologizing, an extremely
large range of onomatopoeia, and many others.

In the interest of the semantic annotation task, since we don’t believe that some
ambiguous lemmas could be reliably distinguished between some of these classes, we have
chosen to merge some of the classes proposed by Jovanović (2004). We put forward a
tentative adaptation, that may be subject to future review. Table 4 shows the concepts
and current number of senses added for each interjection type we have created so far. We
have reduced Jovanovic’s 21 classes of expressive interjections to 12 classes, and are still
going through the remaining data, organizing it in di↵erent concepts. When compared to
other concepts, some of these new interjective concepts have many members, as we are
only enforcing near synonymy between senses.

All the concepts in Table 4 have been added to the PWN hierarchy. In order to solve
the ambiguity problems mentioned above, we created a new part-of-speech (’x’) to assign
to other closed class words. This is compatible with the tag used for ‘other parts-of-
speech’ used by Petrov et al. (2011). In the wordnet, our definitions for interjections have
been standardized to the form: ‘an expression that is uttered . . . ’.

Following Seah and Bond (2014), where pronouns were linked to di↵erent grammatical
features by usage of domain usage relations, we devised a similar method. In this case,
interjections have a flat hierarchy, and they all link to utterance, 07109847-n “the use of
uttered sounds for auditory communication.” as their domain usage. Because they are
not propositions, they are not linked to other words by the hypernymy relation.

3

All three hyponyms of the concept 06629392-n, defined as acknowledgment or expression of goodwill at parting. 

Her good-mornings/good-afternoons/good-nights were hasty and mumbled.  (?!)
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What does our broad sense of interjections include?

expressions of emotion, such as surprise, disgust, etc. 
      (e.g. wow, ugh, yuk, gosh, …)

expressions used in greetings, leave-taking, thanking, apologizing, etc. 
      (e.g. hello, thank you, goodbye, …) 

expressions used for swearing 
      (e.g. damn, shit, bite me, …) 

expressions used in responding 
      (e.g. yes, no, OK, yeah, you bet, …) 

and a long range of onomatopoeias 
      (e.g. hush, boo, meow, oink, …) 



Interjections (VI)
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Interjections in Wordnet

21 Classes of Expressive Interjections (Jovanovic, 2004) merged into 12 Classes

Defined other major classes, enforcing only near synonymy between senses

‘x’ as part-of-speech

definition with the form “an expression that is uttered …” 

domain usage: utterance (07109847-n)

enrich this flatter hierarchy with links to other existing concepts  (when possible)
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Concept Senses
Surprise, Wonder 58
Pity, Sorrow 19
Joy, Pleasure 17
Anger, Annoyance, Irritation 41
Approval, Triumph, Enthusiasm 10
Contempt, Disgust, Impatience 59
Pain 7
Sympathy 2
Delight 11
Fear 3
Relief 2
Encouragement 16
Attention-Seeking 36
Toasting 10
General Greetings 13
Morning Greetings 2
Afternoon Greetings 2
Night Greetings 2
General Farewells 21
Night Farewells 5
Checkmate 2
Number of senses 336

Table 4: Interjective Senses

Whenever possible, we enrich this flatter hierarchy with links to other existing concepts
(e.g. good night is linked to 15167474-n, night, the period spent sleeping). We give two
examples here:2

666666666664

80000001-x (general greeting)

lemmas aloha, ciao, g’day, good day, hallo, halloa, halloo, hallow, hello, hi,
howdy, hullo, ’sup

definition an expression that is uttered as a general greeting, regardless of the
time of day

domain usage 15167474-n (utterance)

see also 06630017-n (greeting)

3

777777777775

2

6666666664

80000002-x (checkmate)

lemmas checkmate, mate

definition an expression that is uttered during a game of chess to declare that
the final winning move has taken place

domain usage 15167474-n (utterance)

see also 00167764-n (checkmate)

3

7777777775

We have worked through roughly half of the data provided by Jovanović (2004), there
is a long tail of very specific synsets (like checkmate or tally-ho). We’re still working
through the big class of onomatopoeias and other specific interjections, but they were left
out of this first batch of additions because they require some work to create individual
concepts with detailed definitions and relations.

4

Interjections (VII)
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Concept Senses
Surprise, Wonder 58
Pity, Sorrow 19
Joy, Pleasure 17
Anger, Annoyance, Irritation 41
Approval, Triumph, Enthusiasm 10
Contempt, Disgust, Impatience 59
Pain 7
Sympathy 2
Delight 11
Fear 3
Relief 2
Encouragement 16
Attention-Seeking 36
Toasting 10
General Greetings 13
Morning Greetings 2
Afternoon Greetings 2
Night Greetings 2
General Farewells 21
Night Farewells 5
Checkmate 2
Number of senses 336

Table 4: Interjective Senses

Whenever possible, we enrich this flatter hierarchy with links to other existing concepts
(e.g. good night is linked to 15167474-n, night, the period spent sleeping). We give two
examples here:2

666666666664

80000001-x (general greeting)

lemmas aloha, ciao, g’day, good day, hallo, halloa, halloo, hallow, hello, hi,
howdy, hullo, ’sup

definition an expression that is uttered as a general greeting, regardless of the
time of day

domain usage 15167474-n (utterance)

see also 06630017-n (greeting)

3

777777777775

2

6666666664

80000002-x (checkmate)

lemmas checkmate, mate

definition an expression that is uttered during a game of chess to declare that
the final winning move has taken place

domain usage 15167474-n (utterance)

see also 00167764-n (checkmate)

3

7777777775

We have worked through roughly half of the data provided by Jovanović (2004), there
is a long tail of very specific synsets (like checkmate or tally-ho). We’re still working
through the big class of onomatopoeias and other specific interjections, but they were left
out of this first batch of additions because they require some work to create individual
concepts with detailed definitions and relations.

4

There is a big long tail of specific synsets… 
(e.g. checkmate or tally-ho)

And the same for onomatopoeias …

Our current data is mainly for English

Chinese, Japanese and Bahasa soon!

Multilingual sources: 

omniglot.com 

Wiktionary.



Next time you’re surprised…
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so!

son of a bitch!

the devil!

upon my soul!

upon my word!

well!

what!

whoof!

whoosh!

why!

wow!

yow!

zounds!

ah!

alack!

blimey!

boy!

caramba!

coo!

cor!

crazy!

dear!

dear me!

deuce!

doggone!

gad!

gee!

gee-whiz!

golly!

good!

goodness!

gosh!

gracious!

ha!

heck!

heigh!

heigh-ho!

hey!

heyday!

ho!

hollo!

hoo-ha!

huh!

humph!

indeed!

jiminy!

lord!

man!

mercy!

my!

nu!

od!

oh!

oh no!

oho!

phew!

say!

shit!



Future Work / Discussion

Future Work (pondering)
Titles
Modals

21Luís Morgado da Costa - 2016.01.16  凡土研, Nanyang Technological University

Sharing resources 
Do you have/know of resources to could help us add interjections, titles, 
prepositions or conjunctions to Wordnet Bahasa? 

Wish-lists / Reticences ? 
What other classes of concepts you like to see added to WN Bahasa? 

      (or Wordnets in general?)
Do any of these expansions worry you in any way? 

  

Prepositions
Conjunctions

21



22

Thank You!

Luís Morgado da Costa - 2016.01.16  凡土研, Nanyang Technological University

Extending Wordnet:
The Never-ending Story…


